Visuo-Haptic Systems: Half-Mirrors Considered Harmful

Christian Sandor Shinji Uchiyama Hiroyuki Yamamoto
Human Machine Perception Laboratory, Canon Inc.
30-2, Shimomaruko 3-chome, Ohta-ku, Tokyo 146-8501, Japan
E-mail: (sandor.christian, uchiyama.shinji, yamamoto.hiroyuki125)@canon.co.jp

Abstract

In recent years, systems that allow users to see and touch virtual objects in the same space (visuo-haptic systems) are being investigated. Most research projects are employing a half-mirror, while few use a video see-through, head-mounted display (HMD). The work presented in this paper points out advantages of the HMD-based approach. First, we present an experiment that analyzes human performance in a target acquisition task. We have compared a half-mirror system with an HMD system. Our main finding is, that a half-mirror significantly reduces performance. Second, we present an HMD-based painting application, which introduces new interaction techniques that could not be implemented with a half-mirror display. We believe that our findings could inspire other researchers, employing a half-mirror, to reconsider their approach.

1. Introduction

Human perception is multi-modal: the senses of touch and vision do not operate in isolation, but are rather closely coupled. This observation has inspired systems that allow users to see and touch virtual objects at the same location in space (visuo-haptic systems). Most visuo-haptic systems have been implemented using a half-mirror to display computer graphics in the haptic workspace [7, 9, 12]. This approach achieves a better integration of vision and touch than a conventional, screen-based display; thus, user interactions are more natural. Few research projects (for example, [2]) use a video see-through, head-mounted display (HMD) instead of a half-mirror. An obvious advantage of the HMD is that the user’s view of the real world and the computer graphics are not dimmed. While this is definitely increasing the realism of the virtual objects, it is hard to present to the user a consistent scene: real-world, computer graphics, and haptic forces have to be aligned very precisely.

2. Experiment

In our experiment, we have chosen a target acquisition task, and completion time as metric. This combination...
has been extensively used as benchmark for 2D interaction techniques, which has led to many fundamental insights about human psychophysics; for example, Fitt’s law. In our factorial design, we compare two factors on two different levels: display device and handmasking.

We had collected feedback from users of our mixed reality (MR) systems, who highly appreciate handmasking, because it makes the interaction with virtual objects more natural. In our study, we wanted to evaluate the benefits of handmasking in visuo-haptic applications.

The second factor is the display device being used. Since we did not have access to a half-mirror device, we implemented a virtual, stereoscopic, half-mirror device that users can observe via an HMD. As most half-mirror devices do not employ head-tracking, we tried to emulate this as truthfully as possible. Luciano et al. [7] do use head-tracking, however, they do not align the virtual pointer with the haptic device.

2.1. Experimental Platform

Hardware The haptic device in our experiment is a PHANTOM Desktop [11]. We used Canon’s COASTART-type HMD (Co-Optical Axis See-Through for Augmented Reality [14]) for visual augmentations. It is lightweight (327 grams) and provides a wide field of view (51 degrees in horizontal direction). It is stereoscopic with a resolution of 640x480 for each eye. A special feature of this HMD is that the axes of its two video cameras and displays are aligned. For accurate position measurements, we have used a Vicon tracker [16]. This is a high-precision optical tracker, typically used in motion capturing applications. It delivers up to 150 Hz update rate and has a high absolute accuracy (0.5 mm precision). All software was deployed on one PC with 1GB RAM, Dual 3.6GHz Intel Xeon CPUs, GeForce 6600GT, and two Bt878 framegrabbers. The operating system was Gentoo Linux with 2.4.31 Kernel.

Software For rendering the computer graphics, we used plain OpenGL with an additional model loader. Furthermore, we have employed two frameworks: OpenHaptics (Version 2.0; included with the PHANTOM) and MR Platform [14] (Internal version). MR Platform provides a set of functions for implementing MR applications; for example, calibration, tracking, and handmasking. Our implementation of handmasking does color-based detection of the user’s hands in the video images obtained from the HMD’s cameras. This information can be used to mask this part of the computer graphics scene via OpenGL’s stencil buffer. As a result, the user’s hands are always visible (see Figure 2(b)).

Calibration and Tracking Procedure From a calibration perspective, we have three relevant objects (see Figure 2(a)): the user’s HMD, the base of the PHANTOM and the PHANTOM pen. The relation between the attached markers and these physical objects can be calibrated using MR Platform’s calibration tools.

For precise alignment of graphics and haptics, a good solution seems to be the methods proposed by Bianchi et al. [2]. We have chosen a much simpler, yet not as thorough approach. For rendering of the computer graphics, we just use the Vicon’s tracking data. Its update rate is high enough, whereas the jitter is almost not visually perceivable by a user. The graphical framerate was constantly 30 Hz. For the haptic rendering, we had to chose a different
approach, since OpenHaptic’s HLA bases its force rendering on the values of the PHANTOM’s encoders. However, the absolute position accuracy is bad (we measured up to 20mm error). Essentially, the PHANTOM’s measurements are non-linearly distorted. To keep the haptic and MR world consistent, we determine the offset between the PHANTOM’s measurements and the real pen position (as determined by the Vicon) in every haptic rendering pass. The inverse of this offset is applied to the geometry that is passed to HLA. Thus, the haptic experience matches the visual experience, although they happen internally in two different locations. This approach results in haptic rendering that jitters with the same amplitude as the Vicon’s data. However, for the short haptic contacts in our study, this was hardly a problem.

2.2. Experimental Task and Conditions

In our experiment, the participants’ task was to consecutively touch 50 balls as fast as possible. All balls were rendered with haptic feedback, and had a diameter of 10 millimeters. The ball that had to be touched was indicated by rendering it red. When the user touched that ball, another ball was randomly highlighted. After touching all 50 balls, the task completion time was displayed to the participant. This task had to be done in four different conditions (see Figure 2(b)).

To simulate the half-mirror display, we had to simulate two optical effects of such a system: the appropriate transparency of the mirror and the distortion of the graphics. The transparency was simply implemented with blending in OpenGL. We concluded from observations of commercially available half-mirror systems that their transparency is about 25%. Since most half-mirror systems do not use head-tracking, the image gets distorted, when the user moves her head from the ideal viewpoint. To achieve this effect, we have implemented a parallel camera stereo display, as described in [17]. We have placed the center of the virtual image plane at the PHANTOM’s origin and rotated it 45 degrees horizontally. As distances we have chosen: 65 millimeters for left to right eye, and 450 millimeters for eyes to image plane.

2.3. Subjects

Ten naive volunteers have participated in the experiment. All subjects were screened with a Bausch & Lomb Orthorater for near/far acuity, and an additional test for stereo perception. Half of the subjects were male, half female. Their ages ranged from 25 to 40 (mean=32, standard deviation=5). They have been randomly selected from members of our research center. Eight of the subjects had previous experience with MR systems. Only two subjects had previously used a haptic device.

2.4. Experimental Design and Procedure

Each subject has participated in four separate sessions on four consecutive days. Each 10 minute session involved only one condition and was divided into two parts. First, the subjects could practice the condition. Basically, the subjects were doing the same interactions as during the measurement part. However, the experimenter was giving them advice on how to improve their results. Second, a measurement phase followed. Subjects had to do the pointing task four times consecutively. After each completed task, the completion time was shown to the participant.

A within subjects design has been chosen. To minimize skill transfer between the sessions, three preventive measures have been taken. First, the order of conditions was randomized. Second, the sessions were at least 15 hours apart. Third, the training at the start of each session served as a buffer.

2.5. Results and Discussion

Figure 3 presents the data that we have collected in the experiment. Analysis of variance for the overall mean task completion times showed that the display device ($F(1,156) = 73.34, p < 0.0001$), and interaction between display device and handmasking ($F(1,156) = 10.76, p = 0.0013$), were statistically significant factors. Handmasking was not statistically significant: $F(1,156) = 1.88, p = 0.17, \alpha = 0.05$.

Further statistical analysis of the factor handmasking for each display device revealed: in the HMD condition, handmasking is significantly impeding performance ($p < 10^{-6}$, $t$-Test); in the half-mirror condition, the handmasking does not significantly change performance ($p = 0.20$, $t$-Test).

The implications of our experiment are threefold:

Performance with HMD is better than with half-mirror

Task completion time in the HMD condition was significantly faster than in the half-mirror condition, which was the result we had expected. We now describe three possible reasons, which go in line with Coello’s findings [3].

First, the half mirror condition impedes 3D perception due to the absence of head-tracking. Motion parallax cannot be employed by users to achieve depth perception. Even worse, head movements by the user cause distortions of the computer graphics. Second, due to the relatively low level of transparency of the half-mirror, the scene’s background can hardly be perceived by the user. As described by Coello, target acquisition tasks can be performed more easily in the presence of a textured background. Third, an important issue is the visibility of the user’s hand. Studies have shown that when users can see their own hand, target acquisition time is reduced. Other studies have shown that during path planning, specific brain regions respond to the stimulus of seeing one’s hand [4]. The half-mirror conditions makes it hard for subjects to perceive their own hand.
Handmasking decreases performance with HMD The significant decrease in user performance when using handmasking in the HMD condition was unexpected for us. Although our implementation is imperfect, it is generally liked by our users. Because we do not obtain depth information for the hand, we can only correctly occlude virtual objects when they coincide with real objects (for example, the fude pen in Section 3). A possible reason is that sometimes the target ball was hidden by the user’s hand.

Handmasking has no effect at half-mirror This result was surprising for us, since the computer graphics for the balls (not taking into account distortions) are identical for the half-mirror and the HMD condition. Thus, we would expect that handmasking also decreases performance in the half-mirror condition. From the data collected in our experiment a definite reason cannot be deducted. However, we can offer a possible explanation. Handmasking must have a positive in the half-mirror condition, that compensates for the bad effects as determined in the HMD condition. The factor that could be mitigated is the diminished display of the user’s hand, as handmasking gives an indication of the user’s hand.

3. Painting Application

To explore the potentials for novel interaction techniques in an HMD-based approach, we have decided to create a visuo-haptic painting application. The setup is the same as for our experiment; however, we have added a graspable object to enable users to control the virtual teacup. An interesting idea in our application (see Figure 1) is that haptic device itself is used as a tangible [15] representation of a real-world object (the brush). The idea to mask a haptic device has already been proposed by Inami et al. [6]. However, their system does not allow to display opaque graphics on top of the PHANTOM. We have invented a new interaction technique, called cross-reality color picking, to make color selection from real objects very easy (see Figure 4). The user just touches a real object with his brush and presses the button of the PHANTOM. We know the position and orientation of the user’s head and the brush; furthermore, the distortion parameters of the HMD’s cameras had been determined in its calibration. From these data, we can easily obtain the (R,G,B) values of the pixel that lies on the back-projected tip of the brush in the image plane. One part of the interaction is very similar to the I/O brush [10]: acquiring colors from real world objects by touching them with a brush. However, actually using these colors is very different in our system. The I/O brush still needs a computer screen to paint on. In our system, we can paint directly on objects located in the real world, eliminating the unnatural interaction of using a computer screen as a canvas. Also, we could achieve a much higher precision (around 1 millimeter) for color selection.

The haptic and computer graphics rendering of the brush are quite simple. For the computer graphics part: the parts of the bristle that would penetrate the teacup
The user picks up a real apple... and selects its color.

Figure 4: Cross-reality color picking: selecting colors from real objects to apply them to a virtual object.

are projected on the tangential plane, as defined by the teacup’s surface and the contact point. This simple technique is non-realistic, but provides visual feedback for the users. On the haptic side, to simulate the soft feeling of a fude brush, we use these parameters in OpenHaptics: stiffness=0.2; damping=0.1; friction=0.1.

We have tested our painting application by conducting a user test. We asked 14 subjects to paint teacups with our system (see Figure 5). The procedure was: First, users could familiarize themselves with the graspable object for controlling the virtual object, the colorpicking technique, and applying color to the teacup (3 minutes). For this purpose, we had put several objects such as vegetables and fruit on the table. Next, the subjects could paint whatever they felt like (5 minutes). Finally, they had to answer a questionnaire.

The feedback we have collected indicates that our system was extremely intuitive to use. Even in the short time-slots for our study, subjects had no problems to understand and use our system. It would hardly be possible to achieve similar results in this short time using a standard 3D modeling application. A common problem that was pointed out by our users is the unstable haptic experience. Our simple registration approach is not sufficient for supporting very fine-grained paintings.

4. Conclusions and Future Work

To conclude this paper, we first discuss our experiment, then the painting application, and finally the overall implications of our work and possible future directions.

Experiment The experiment we have conducted provided novel insights about human perception in visuo-haptic systems. Our experimental platform contained two unique aspects: First, the usage of handmasking in a half-mirror system. Second, in this condition, the user’s hand is moving without distortions, and, at the same time, the virtual representation of the pointing device is moving with distortions. This is an unprecedented experiment. According to Coello [3], studies have been conducted that distorted either the complete subject’s view, or only the lower half of it.

The main results of our study point towards favoring an HMD over a half-mirror display. We have also discovered perceptual problems by users of our handmasking implementation. To further investigate the unexpected results for handmasking in the half-mirror condition, we want to separate the effects of missing head-tracking, and diminished visibility of hand and background. For conducting experiments about the visibility aspects, our virtual half-mirror comes in handy, since we can change the half-mirror’s transparency arbitrarily. We can even set different transparency values for the user’s hand and the background. We also plan to integrate Hayashi et al.’s method [5] for handmasking with depth recovery into our system.

An important question is the generalizability of our experiment. Was our implementation of the virtual half-mirror really adequate? While we cannot answer this question with certainty, we strongly believe so. We have tried to reproduce the half-mirror as concisely as possible. Of course, the only way to fully prove our claims would be to conduct studies with a real half-mirror. However, in this case, the implementation of handmasking would be very difficult.

Painting While we could not overcome all technical difficulties, our visuo-haptic painting application has shown new directions for human-computer interaction. While other systems perform better on particular aspects of the
painting interaction (e.g., better computer graphics [1], or better haptic rendering [13]), the overall concept of our system contains novel points. We foster the advantages of using an HMD by allowing users to naturally interact with real-world objects, as exemplified by our new cross-reality color picking technique. Also, by fully occluding the tip of the PHANTOM with a computer graphics representation of a brush, we create a virtual, tangible device. Furthermore, we support bi-manual interaction in a visuo-haptic system.

Another advantage of using an HMD is the possibility of collaborative work. In future work, we would like to exploit this advantage, by creating collaborative, visuo-haptic applications. Currently, the biggest problem in our implementation is the jitter of the haptic force rendering caused by our extremely simple registration approach. We plan to implement Bianchi et al.’s method [2] to overcome this limitation.

**Overall implications** We have pointed out deficiencies of half-mirrors in visuo-haptic systems. We believe that every researcher in visuo-haptics should carefully reconsider if half-mirrors are really adequate.

We have shown that HMDs offer new possibilities for human-computer interaction in visuo-haptic systems. The feedback we have collected from the users of our painting application was encouraging. Thus, we plan to further investigate interaction techniques for the combination of haptic devices, tangible interactions and MR.

We have obtained interesting results by our experiment. We could show that, for our task, an HMD outperforms a half-mirror. However, there are other tasks, where results should be on the same level. For example, writing a virtual letter should have a similar speed in both cases, since the task is completely 2D and requires few head movements. An interesting question for future work is: what are the criteria of a task that cause problems with a half-mirror? Overall, it seems that using an HMD is closer to performing a task with real objects, than is using a half-mirror.

Another, slightly unsettling, observation is: there are phenomenas that result in significantly differing human performances for HMDs and half-mirrors. In the HMD case, hand-masking had no significant effect, whereas the effect was significant in the half-mirror condition. A lot of experiments in psycho-physics and cognitive science have used half-mirrors to investigate the influence of phenomenas on human perception. What if some experiments had also chosen a phenomena akin to handmasking? It seems that the findings in our paper suggest at least a certain fuzziness in those experiments.
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