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Figure 1: Our space distortion visualizations enable users to rapidly grasp the location of points of interest (POIs) that are either outside their
field of view or otherwise occluded. (a) illustrates Radial Distort, revealing POIs that are outside the field of view of the user. (b) illustrates
Melting, for discovering occluded POIs.

ABSTRACT

Most of today’s mobile internet devices contain facilities to display
maps of the user’s surroundings with points of interest embedded
into the map. Other researchers have already explored complemen-
tary, egocentric visualizations of these points of interest using mo-
bile mixed reality. Being able to perceive the point of interest in
detail within the user’s current context is desirable, however, it is
challenging to display off-screen or occluded points of interest.

We have designed and implemented space-distorting visualiza-
tions to address these situations. While this class of visualizations
has been extensively studied in information visualization, we are
not aware of any attempts to apply them to augmented or mixed re-
ality. Based on the informal user feedback that we have gathered,
we have performed several iterations on our visualizations. We
hope that our initial results can inspire other researchers to also in-
vestigate space-distorting visualizations for mixed and augmented
reality.

Index Terms: H.5.1. [Information Interfaces and Presenta-
tion]: Multimedia Information Systems—[Artificial, augmented
and virtual realities] I.3.6 [Computer Graphics]: Methodology and
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Techniques—[Interaction Techniques]

1 INTRODUCTION

Most of today’s mobile internet devices contain facilities to search
the user’s immediate environment for points of interest (POIs), with
the search results displayed on a map. Several research projects
have aimed to provide more intuitive visualizations of POIs by us-
ing augmented reality to overlay symbol on a video image of the
real-world. In one recent example presented by Nokia [9], users can
use their mobile phone as a magic lens on the environment. This
egocentric information display provides perceptual advantages that
allow users to grasp spatial relations faster than an exocentric map
display [11].

Egocentric visualizations, however, introduce several new chal-
lenges; how to display POIs that are, 1) behind the user, 2) outside
of the user’s field of view (FOV), or 3) occluded by real-world ob-
jects? The core idea of our research is to apply space-distorting
visualizations to these situations. While this class of visualizations
has been extensively studied [4] in information visualization, we
are not aware of any attempts to apply them to augmented or mixed
reality (MR). To show points of interest outside of the user’s FOV,
we employ a technique we call Radial Distort (Figure 1a). To show
occluded points of interest, we Melt the occluding objects (Figure
1b). Finally, to make our visualizations more understandable for
users, we provide cues about distortions through bending Rays and
live Projected Video on deforming geometry.
Contribution The core contribution of this paper is the initial ex-
ploration of space-distorting visualizations for mobile MR. We have
designed and implemented two complementary visualization tech-
niques (Melt, Radial Distort) and two supporting cues (Rays, Pro-
jected Video). Projected Video is a novel cue that is specifically
useful for space-distorting visualizations in mobile MR, as real-
world context is maintained as much as possible while distorting.
Based on user feedback, we have extended our visualizations in two
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Figure 2: Our adaption of the Elmqvist and Tsigas occlusion model
and how they apply to Melt and Radial Distort. (a) Elmqvist and
Tsigas occlusion model to include targets outside the FOV. Target
objects are flagged with “T” and distractors are flagged with “D”. (b)
Shows a schematic of the Radial Distort after distortion. (c) The melt
volume with distractor objects flattened.

ways: First, the Ray cue, which illustrates the state of the distortion,
was added. Second, zooming after melting was added in order to
make the revealed POIs more legible. A side contribution of this
paper is the extension of the taxonomy of occlusion management
techniques presented by Elmqvist and Tsigas [5] to describe POIs
that are outside the user’s FOV.

The rest of this paper is structured as follows: First, we discuss
related work. We then describe our visualization techniques and
present their implementation. We conclude by presenting initial
user feedback and future work.

2 RELATED WORK

MR can enhance user’s perception of their environment by showing
information they cannot directly sense [6], however designing such
techniques is not trivial. We recognize the need for MR techniques
that display detailed POIs that are either occluded or outside their
FOV within the user’s current context. Space distortion is an ac-
cepted information visualization technique for providing local de-
tail and global context; a focus+context technique. Space distortion
visualizations leverage our visual gestalt abilities to present multi-
ple POIs continuously in their global context, thus reducing cogni-
tive load. Carpendale et al. [4] extend 2D space distortion schemes
into 3D space, noting that such techniques can provide a clear path
to the target, maintain aspects of the surrounding context, and scale
to multiple foci. Vallance [12] applies space distortion to 3D planar
navigation, where a multi-projection renders user’s immediate con-
text as an egocentric view, and distant information as an exocentric
view. The authors argue that such an approach benefits by removing
the cognitive context switch that map navigation requires.

Bell et al. [2] use popup annotations to point to on-screen and
off-screen objects. A worlds in miniature provides a level of con-
text for the user’s view within the environment. These cues indi-
cate both distance and direction, but the context and focus are not
continuously integrated, which implies this is an overview + detail
technique [3]. Disparate overview and detail displays can increase
cognitive load due to the cost of visual search and working memory
when switching contexts. Güven and Feiner [8] describe a lifting
metaphor for viewing occluded POIs. Users are provided cues, such
as replicas of real-world buildings, to help maintain context. How-
ever, lifting provides less context than our techniques, since POIs
are removed from their immediate real-world context and viewed
from below, making recall difficult.

We apply space distortion visualization techniques to display
POIs that are outside the FOV or occluded. Elmqvist and Tsigas de-
scribe the most thorough taxonomy for 3D occlusion management
techniques [5]. Their taxonomy is described through a model of oc-
clusion (Figure 2(a)), where an object is either a target, analogous

to a point of interest, or a distractor, containing no intrinsic value.
An object o is occluded if a line segment r from the user’s eye to
the target passes through another object. In this model, the authors
identify five occlusion management design patterns. Of immediate
interest to our mobile MR research are Virtual X-Ray, Volumetric
Probe and Projection Distorter since they are most applicable to
an egocentric visualization, whereas Multiple Viewports and Tour
Planner are exocentric.

Previously, we have described a Virtual X-Ray technique for vi-
sualizing occluded targets [1] in a mobile MR environment. This
technique shows occluded points of interest rendered in their cor-
rect location, with highlighted edge cues from the video image aid-
ing depth perception. To complement this depth perception, we
suggest a cutout technique that cuts a hole through the virtual geom-
etry. The Melt technique described in this paper can be considered
a natural progression of the cutout technique. Both fit the volu-
metric probe design pattern, suited to retrieving visual information
associated with a POI.

We extend the Elmqvist model (Figure 2(a)) to consider objects
that are outside the user’s FOV (D) or occluded and outside the
FOV (E). A line segment r originating at the viewpoint is con-
sidered outside the FOV if the angle made by the segment and the
user’s viewing direction is greater than 1/2 FOV or less than −1/2
FOV. An object is considered outside the FOV if all r to the object
are outside the FOV. With this expanded model, our radial distort
technique fits the projection distorter design pattern, suited towards
POI discovery.

3 VISUALIZATIONS

We explore space distortion for representing POIs that are either
outside the user’s FOV, occluded, or both outside the FOV and oc-
cluded — situations that we feel have not currently received enough
attention in MR based visualizations and are pertinent to the task
of environment exploration. Space distortions present target POIs
within the user’s current view, representing both the local detail of
POIs, as well as their relationship to the global context (being the
user’s point of view). Such attributes are ideal for environment ex-
ploration as the user is not required to move their point of view in
order to build a strong spatial mental model of their environment
and its relationship to the POIs.

Exploring 3D space distortions in mobile MR with any verac-
ity requires a 3D reconstruction of the real-world to be distorted.
To blur the line between this reconstruction and reality, we use a
Projected Video cue to project the real-world video image from the
user’s current point of view onto the reconstructed model. When
the reconstructed model is distorted, the video image is distorted
accordingly, minimizing the dissonance between the real-world and
reconstructed model, and therefore reducing the cognitive load re-
quired to understand the distorted space.

To further reduce cognitive load, we use a Ray cue. The Rays
act as an overview and unifying signpost for the visualizations —
a “cognitive anchor” for space distortion. Rays are rendered as
wedges, emanating from the user towards the point of interest.
Rays that pass through objects such as buildings become semi-
transparent as an added depth cue. When distortions such as the
Radial Distort occur, the Rays bend towards the distortion, indicat-
ing both their original direction in the near half of the ray and the
distorted location in the far half. The amount of distortion is re-
inforced in the ray color, akin to stress visualization, where a ray
under no distortion is green and a heavily distorted ray is rendered
red. These ray cues were added from informal user feedback and
are invaluable in providing a grounding for users who have no ex-
perience with space distortions.

Our visualization techniques build upon the aforementioned cues
to distort the space while keeping semblance with the real-world.
To bring POIs outside the user’s FOV into view, we radially dis-
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Figure 3: Video images of our visualization techniques used in a city location. We enable users to rapidly grasp the location of points of interest
that are outside their FOV by using our Radial Distort visualization. (a-c) show three frames of the animated Radial Distort visualization. (d-f)
Show that occluded locations can be observed by our Melt visualization: the occluding geometry is flattened while projecting the video onto it.
(e-h) POIs are zoomed closer to the user for visibility.

tort the world around the user, compressing regions of the FOV that
don’t contain a POI. To reveal occluded POIs, we melt the occlud-
ing geometry. To reveal a POI that is both outside the FOV and
occluded, we first radially distort the POI into view and then melt
the occluding objects.

3.1 Radial Distort
The purpose of Radial Distort is to bring targets outside the FOV
within the FOV, as illustrated in the Figure 2(b). Figure 3(a-c) show
a video sequence of the visualization where one POI is outside the
FOV. This POI is rotated inwards, so that it lies at the border of the
FOV. The center of the FOV is compressed accordingly. The video
image is projected in realtime onto the deforming geometry.

The benefit of such a technique is the ability to bring a POI to the
attention of the user without forcing them to change their viewing
direction, thereby keeping current context. Users can then turn their
view towards the POI, with the distortion interactively unravelling
as they do. In our experience, this interaction is more natural than
using arrows to point to offscreen content.

Like Vallance [12], Radial Distort presents both immediate de-
tail and continuous global context. Exact spatial relationship is de-
graded in favor of representing relative location to the user’s current
point of view. This follows the projection distorter design pattern.
The user’s current point of view is merged into n points of view for
each point of interest, benefitting POI discovery at the cost of POI
invariance.

3.2 Melt
The purpose of Melt is to reveal occluded targets. Occluded targets
are revealed by virtually melting the distractor objects (Figure 3(d-
f)). A circle sector volume originating from the user in the direction
of the POI defines the melt volume (Figure 2(c)). The POI may be
zoomed to gain more screen space and therefore present more in-
formation about its immediate context (Figure 3(g-h)). Melt fits the
volumetric probe design pattern [5]; however, it is passive/offline.
The user selects the target from a list and the system animates the
melting of distractors within the melt volume.

The melting metaphor replicates a common metaphor which we
reinforce through animation. Like Virtual X-Ray, which is inspired
by the ‘superman’-like ability to see through buildings, Melt is in-
spired by the superman-like ability to melt buildings. Compared to

Virtual X-Ray, Melt is suited to situations where there is more than
one occluding object, such as POIs that are two or more streets over
from the user. In this case, Virtual X-Ray loses most depth infor-
mation besides the most immediate distractor. Virtual X-Ray also
introduces high visual complexity when rendering transparency, de-
creasing depth perception and increasing cognitive load.

4 IMPLEMENTATION

Implementing space distortion visualizations in a mobile MR en-
vironment is novel, and we faced two notable challenges in do-
ing so. Firstly, a reconstructed model of the real-world is needed
and secondly, distortions must be calculated and rendered in re-
altime. We implemented a pipeline for creating a reconstruction
of the real-world and our visualizations are implemented as GLSL
shaders (Section 4.1). This approach allowed us to alter our testing
environment without requiring expensive remodeling, and allowed
us to rapidly prototype many space distortions without expensive
recompilation.

For our techniques to work, we require a textured 3D model of
the world. Our modeling pipeline takes a point cloud of a city (in
our case, we obtained a pointcloud of Adelaide’s city center from
the Airborne Research Australia at Flinders University, South Aus-
tralia). Next, we apply Poullis’ and You’s algorithm [10] for cre-
ating a mesh from the pointcloud. We developed an algorithm to
texture this mesh using spherical panoramas and their associated
metadata from Google’s Streetview [7]. Finally, we have manually
added tags to our model to delineate POIs, however, in the future
this too may be automated from the various geographical informa-
tion systems available.

Our visualizations run on a belt-worn computer with a 7” hand-
held display. The computer features a Pentium-M 2.0 GHz, 2 GB
RAM, and NVIDIA GeForce 6600 graphics chipset. The hand-
held display is a Xenarc 7 VGA touchscreen, to which we have
attached an InterSense InertiaCube3 and a Fire-i camera. It is im-
portant to note that our system does not provide location tracking.
The InertiaCube3 is used to provide rotation information, while the
users position must be provided manually. Our software platform
is implemented in the Python programming language. The visual-
izations, being implemented as a shader program, have a minimal
impact on performance. We achieve approximately 20fps running
our visualizations on a city model with more than 50,000 vertices.



4.1 Visualization Implementation
Visualizations are implemented as GLSL 1.2 shaders. The video
projection cue, computed in the vertex shader, projects texture co-
ordinates for the video image onto the front-most vertices of the
undistorted scene. For each vertex in the world model, the ho-
mogenous coordinate depth is compared to the depth buffer of the
undistorted scene. If the depths are equal (compensating for error),
then the vertex receives a projected texture coordinate for the video
texture.

The next stage distorts vertex positions to show melting and ra-
dial distort. In our implementation, we describe all POIs p ∈ P as
angles pangle min and pangle max, relative to the user’s viewing di-
rection, and a distance pz, relative to the user’s current position.

Algorithm 4.1: VERTEX SHADER(V,P,d)

for each v ∈V

do



// calculate γ , the angle of v relative to the user’s current
// viewing direction d
γ ← ANGLE(v,d)

// radial distortion
γ ← γ ∗RADIALDISTORT(γ)

// melt any occluding objects
for each p ∈ P

do
{

if pangle min ≥ γ ≤ pangle max and vz ≤ poiz
then vz← 0

Where V is the set of all vertices and RADIALDISTORT re-
turns an angular coefficient that radially distorts the vertex into
view. Our RADIALDISTORT implementation linearly compresses
the FOV until all POIs are visible, and is defined by the following
equation:

r =

{ ½FOV
argmin(pangle min|p∈P) for γ ≤ 0,

½FOV
argmax(pangle max|p∈P) for γ ≥ 0.

Where r is the angular coefficient returned by RADIALDISTORT,
such that it is the ratio of half the FOV to the greatest angle of
a POI outside the FOV. At this stage, all visualizations have been
calculated and are rendered by the fragment shader.

5 CONCLUSIONS AND FUTURE WORK

In this paper, we have presented our initial explorations of space-
distorting visualizations for mobile MR. We extend the Elmqvist
and Tsigas taxonomy of occlusion management to consider POIs
that are outside the FOV and describe our techniques in that model.
Our visualizations enable users to see POIs that are occluded and
outside the FOV within their current real-world context.

After completing an initial prototype of our visualizations, we
tested and refined them for ten days in the streets of the city of
Adelaide, South Australia. We have shown our visualizations re-
peatedly to pedestrians that happened to be near our experiments.
Based on their feedback, we added zooming to the melt visualiza-
tion, as users had complained that the locations revealed were often
difficult to see due to distance, and also introduced the ray cues to
aid users who have no experience with space distortions.

This informal feedback has been invaluable in designing the vi-
sualizations, however, we consider a formal evaluation to be the
most important piece of future work. The primary goal of these
evaluations will be to collect quantitative information including
navigation speed (how fast can users navigate from A to B using our
system), recall percentage (how persistent are the memories of the

information retrieved with our system), and error rate (how many
misinterpretations by the user happen).

On the technical side, Our current prototype works only on fixed
positions. For conducting our initial explorations, this was suffi-
cient. However, in order to conduct formal user studies, we are cur-
rently working on an edge-based tracker in order to provide pixel-
accurate augmentations.

Our visualizations could assist users in a variety of situations.
However, there are several cases for which we haven’t yet found
the right space distortion technique; for example, POIs that face
away from the user are not easy to display. A similar problem is
that we can’t yet visualize points of interest behind the user. Only
when we have found appropriate visualizations for these situations,
will we have completed our visualization toolbox.
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